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Abstract—Cloud computing is the dominating paradigm in
distributed computing. The most popular open source cloud
solutions support different type of storage subsystems, because
of the different needs of the deployed services (in terms of
performance, flexibility, cost-effectiveness). In this paper, we
investigate the supported standard and open source storage
types and create a classification. We point out that the Internet
Small Computer System Interface (iSCSI) based block level
storage can be used for I/O intensive services currently. How-
ever, the ATA-over-Ethernet (AoE) protocol uses fewer layers
and operates on lower level which makes it more lightweight
and faster than iSCSI. Therefore, we proposed an architecture
for AoE based storage support in OpenNebula cloud. The
novel storage solution was implemented and the performance
evaluation shows that the I/O throughput of the AoE based
storage is better (32.5-61.5%) compared to the prior iSCSI
based storage and the new storage solution needs less CPU
time (41.37%) to provide the same services.

Keywords-Cloud Computing; Storage Area Network; ATA-
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I. INTRODUCTION

Cloud computing, based on the results of virtualization
technologies and gathered from experiences of designing
grid and cluster computing, became a successful paradigm
of the distributed IT infrastructures [1]. The consumers of
the clouds reach the resources through three major service
models (Software/Platform/Infrastructure-as-a-Service) [2].
The Infrastructure-as-a-Service (IaaS) layer is the lowest
level service model and it serves fundamental IT resources
(e.g. CPU, storage, networking). Open source technologies
and converged networks [3] [4] are cost-efficient IaaS system
building blocks, therefore we focus on open source IaaS
solutions and Gigabit Ethernet (GE) [5] networks in this
paper.

Related works already disclosed that the performance
of communication intensive services is degraded by the
virtualized I/O subsystem [6] [7]. Hence, we investigate
the storage subsystem of open source IaaS clouds (i.e.
Eucalyptus [8], OpenStack [9], Nimbus [10], CloudStack
[11] and OpenNebula [12]) with respect to I/O throughput
performance. All of the IaaS clouds support distributed and
block level storages as well. The advantage of the distributed
storages is that the total capacity of the cloud storage can be

increased easily by adding new storage components into the
system and the redundancy can be handled in the software
layer without the need of any special hardware or Redundant
Array of Independent Disks (RAID) technique. However,
this kind of storage has lower I/O throughput and higher
latency [13] compared to block level storages. Accordingly,
block level storages are preferred for running I/O intensive
applications and open source IaaS clouds use iSCSI [14] for
block level storage support. However, the ATA-over-Ethernet
(AoE) based storages could provide higher I/O throughput
[15] and lower latency [16] in small and middle-scale cloud
infrastructures, where the components are located on the
same (data link layer [17]) Local Area Network (LAN) seg-
ment. Hence we designed and implemented an AoE based
storage prototype for OpenNebula. The implementation was
tested on the same physical architecture as the prior iSCSI
based storage and the results show that the I/O performance
of the new AoE based storage subsystem is significantly
better (32.5-61.5%) than the iSCSI based storage subsystem
and at the same time the AoE server service uses less CPU
time than the iSCSI server service. Accordingly, it can be
declared that the AoE based storages are more advantageous
than existing iSCSI based storage solutions for I/O intensive
services in IaaS clouds where the components of the system
are located on the same LAN segment.

This paper is organized as follows: first, we introduce the
storage solutions of the current open source IaaS clouds in
Section II. In Section III, we propose the classification of
the IaaS storage solutions. In Section IV, we describe the
difference between the iSCSI and AoE protocol and present
the novel AoE based storage prototype for OpenNebula.
The performance evaluation results of the prototype are
introduced in Section V. Finally, we conclude our research
in Section VI.

II. RELATED WORK

We have investigated the storage subsystems of the most
popular open source IaaS clouds.

Eucalyptus and OpenStack are interface compatible with
the Amazon Elastic Compute Cloud (EC2) and Simple
Storage Service (S3), accordingly they have two different
type of storage subsystems. The S3 like component (Walrus



and Swift) can store consumers’ data, organized as objects
and buckets on a distributed storage infrastructure, which
can be even reached from outside of the cloud. The second
component is responsible for providing similar functionality
than Amazon Elastic Block Store (EBS) and it can interface
with various storage systems (e.g. Network File System
(NFS) [18], iSCSI). Block based volumes can not be shared
between virtual machines (VM) and could not be reached
from outside of the cloud. Eucalyptus supported AoE based
block volumes. However it has been removed because the
AoE protocol could not guarantee security by itself and the
iSCSI is more flexible from the networking point of view.

Nimbus has an S3 interface compatible storage system as
well, called Cumulus. It focuses on middle-scale infrastruc-
tures and it integrates existing storage solutions (e.g. NFS,
General Parallel File System (GPFS) [18], Parallel Virtual
File System (PVFS) [19], Hadoop Distributed File System
(HDFS) [20]).

CloudStack has primary and secondary storages. Every
cluster has at least one primary storage for storing the
disk volumes that are used by the VMs of the cluster. The
primary storage uses NFS or iSCSI protocol. The secondary
storages are associated with zones. These elements can
be reached from more than one clusters that makes them
suitable for storing templates (OS images), ISO images (data
or bootable media) and disk volume snapshots. CloudStack
implements the Amazon S3 APIs and supports the Swift of
the OpenStack.

OpenNebula has its own concepts, called datastore (DS)
and transfer manager (TM), for storage operations in the
cloud. A DS can be any storage medium used to store disk
images for VMs. A DS is backed by storage area network
(SAN) or by network attached storage (NAS) servers typi-
cally. The TM drivers contain low-level storage operations,
which allows the disk images to be transferred to hosts ma-
chines. OpenNebula does not have any integrated distributed
storage platform. However, the system architecture is highly
flexible, hence already existing distributed storage solutions
(e.g. Ceph File System [21], Distributed Replicated Block
Device (DRBD) [22]) can be easily adopted.

The well-known open source IaaS systems use and sup-
port different types of storage systems because of the dif-
ferent needs of the users and their services.

III. CLASSIFICATION OF STORAGE SYSTEMS FOR IAAS
CLOUDS

There are numerous kinds of storage systems that are used
in IaaS architectures, as we already introduced in Section
II. The following section describes some of the different
features of storage systems in order to be able to categorize
the available solutions.

• Local/Remote: If a VM uses the local resources (e.g.
hard drive, solid-state drive, random-access memory) of
the host to store virtual disk images, it is called local
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Figure 1. Local and remote storage

storage. In another case, the VM uses remote resources
(e.g. shared file system, exported block device) that is
called remote storage solution. Figure 1 shows a storage
(called datastore in OpenNebula) and two hosts are
presented. Host ”A” uses its local storage and Host
”B” uses only remote storages. The advantages of the
local storages can be that the data and its processing are
located on the same physical machine so the latency is
low (if the local resources’ load is low enough). Some
services prefer to use local storages (e.g. HDFS of
Hadoop). Another benefit is that the I/O load of central
storages is decreased by using distributed resources
[23]. However, remote storages are required in many
cases because the centralized image management is
essential for live migration, which is the procedure
when a VM instance is moved from one host to the
other without any outage (that can be detected by end-
users).

• Block/File level: Virtual images can be stored directly
on raw block storage devices (e.g. Physical disk, Log-
ical Volumes [24]) or in file format, which requires
file-system (FS) on the block storage device. Storages
based on raw block devices support pure I/O operations
(e.g. reading, writing) in fixed-sized blocks, sectors,
or clusters. These kind of storages have less overhead
than file based images [25], however files are easier to
operate and use (e.g. copy, move, delete).

• Shared/Non-shared: A storage is a shared storage, if
it can be reached by more than one host at the same
time, as Figure 2 shows. Shared storages are always
remote storages from the host machines’ point of view.
However, non-shared storages are not always locals. For
example, a disk image connected by the remote iSCSI
is not shared because it can be used exclusively only
by one host at the same time.

• Distributed/Non-distributed: A storage system is dis-
tributed if the stored data is located on more than one
storage machine, however it can be perceived as only
one source from the usage point of view (Figure 3).
The fault tolerance can be achieved by design in a
distributed storage system. Storage redundancy can be
built with using RAID techniques as well, however it
can guarantee fault tolerance only inside each physical
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Figure 3. Distributed storages

storage server separately and it costs storage capacity
overhead.

Remote Block File Shared Distributed
NFS Y N Y Y N
DRBD Y Y N Y Y
CEPH Y N Y Y Y
GlusterFS Y N Y Y Y
Walrus Y N Y Y Y
Swift Y N Y Y Y
GPFS Y N Y Y Y
PVFS Y N Y Y Y
HDFS Y N Y Y Y
AoE Y Y N N N
iSCSI Y Y N N N

Table I
COMPARISON OF THE STORAGES ACCORDING TO THE CLASSIFICATION

Table I shows the supported types of storages, categorized
by the classification. It indicates that the different types of
services prefer or require different types of storage systems.

If performance and reliability are the most important
criteria for a service running on IaaS, the underlying storage
system should be:

• Remote for the reliability, because VM instances
should be able to live migrate from one host to another.

• Block storages can have better performance than the
file based ones because they have less overhead.

• Non-distributed from performance point of view, be-
cause they can have less latency and higher write
throughput than distributed storages.

In open source IaaS clouds, iSCSI storage solutions are
sufficient for the criteria of running reliable services with
high I/O requirements. However, there is another protocol
as Table I shows, the AoE which has the same features
like iSCSI and we have not found any publication about
the AoE integration in open source cloud systems yet and
the current open source IaaS systems does not support AoE
based storage solutions.

IV. NOVEL STORAGE SUPPORT IN OPENNEBULA

The following sections describe the iSCSI and AoE pro-
tocols and they also focus on the new storage design in
OpenNebula.

A. The iSCSI protocol

Internet Small Computer System Interface (iSCSI) is a
standard Storage Area Network (SAN) protocol for con-
necting storage facilities over Internet Protocol (IP)-based
networks. It is able to manage storage devices in LAN and
from long distances as well because of the routable IP.
The clients (called initiators) and storage devices (targets)
use standard SCSI commands. The iSCSI protocol can use
different authentication methods between the initiators and
targets.

B. The ATA-Over-Ethernet protocol

The ATA-over-Ethernet (AoE) is a SAN protocol. It is
designed to use standard technologies in low levels. AoE
sends Advanced Technology Attachment (ATA) commands
through Ethernet (data link layer) networks. AoE based
storages cannot be reached over the Internet because the
Ethernet protocol is not routable—unlike the IP. It cannot be
secured by authentication methods, only with media access
control (MAC) address.

C. Comparison of the protocols

The most significant difference between the protocols is
that the AoE uses fewer protocol layers than the iSCSI which
makes the:

• AoE is more lightweight, because it needs to operate
in lower level;

• AoE is faster in Ethernet based networks; (However
iSCSI is not restricted to Ethernet networks, it can be
used over the Internet because of the routable IP base.)

• iSCSI is more secure, because of the supported au-
thentication methods. (However, AoE based storages
are used in dedicated LANs—in this manner, the MAC
filtering could be sufficient.)

The iSCSI based storages are appropriate for general
purposes IaaS systems because they can be secured and
extended easily. However, AoE based storages are more
suitable if the key aspect is performance.
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D. AoE based storage design in OpenNebula

In order to use AoE based datastore, we designed an AoE
transfer manager (TM) driver in OpenNebula. For creating
the TM driver, the vblade [26] AoE protocol implementation
and bash shell scripting were used. Our implementation
does not harm other functionality of the original software.
Even it can be used next to the prior datastore TMs on
the same storage and cloud node servers at the same time.
Our contribution, the AoE TM driver and the wrapper
script can be found on the official development site [27]
of OpenNebula.

Figure 4 presents a standard Linux based storage server,
an Ethernet based storage network, a cloud node (host) with
running VMs and the front-end machine with the AoE TM
driver. The storage has physical volumes (e.g. HD, SSD)
and the logical volume management (LVM) software tool.
LVM bounds the physical devices into volume groups. The
disk images of the VMs are stored in logical volumes (LVs),
created on a volume group. LVs are block devices, therefore
disk images can only be stored in raw format. For binding
the operating system with the block devices, the AoE kernel
module creates virtual devices on the storage server (AoE
target) and on the cloud node (AoE initiator) as well.

Figure 5 describes the object interactions when a user up-
loads a new disk image into the cloud. The user can upload
a disk image with an OpenNebula compatible interface (e.g.
Sunstone WEB based front-end). The front-end checks the
available free space of the datastore. If the available free
space is more than the size of the image file, it orders the
datastore to create a new LV with the size of the image.
If the previous command has finished successfully then the
front-end copies the image with the secure copy (SCP) [28]
tool into the new LV of the datastore. After the copy, the
datastore creates an AoE target virtual device and exports
the LV through the new AoE target.

Figure 5. Upload disk image

Figure 6. Inititate VM instance

In a cloud environment, it is common to upload a disk
image once and use the same image for many VM instances.
Therefore, Figure 6 presents the initiation of a new VM
instance. The method of the VM initiation begins in a similar
way as in case of uploading a new disk image. However, the
image is already stored in the datastore so the corresponding
LV is cloned instead of copied. After the new LV becomes
available, the front-end sends an AoE discover command to
the cloud node in order to refresh the cloud node’s list of the
available AoE devices. Then, the front-end starts to deploy
the VM and the cloud node creates an AoE initiator and
attaches the block device that is exported by the datastore.
The attached block device can be understood as normal
storage device from the VM instance’s point of view.

A VM can have persistent or non-persistent storage. If an



Figure 7. Shut down VM instance

instance has persistent storage that means the changes (e.g.
new files) will be kept after a shut down. However, if the VM
uses non-persistent storage then the virtual disk (LV) will be
deleted after a shut down. Figure 7 presents a non-persistent
instance shut down from the AoE TM drive’s point of view.
The user sends the ”terminate VM instance” command to the
front-end. The front-end forwards the request to the cloud
node and it shuts down the Operating System (OS) of the
VM. Afterwards, the datastore destroys and removes the
corresponding AoE target and deletes the LV of the image.

V. EVALUATION

We set up a test environment in order to evaluate the
iSCSI and the new AoE based storage solutions. A storage
server and a host machine were connected directly through a
dedicated Gigabit Ethernet network. The performance tests
were executed inside a KVM [29] based VM instance, that
contained the I/O benchmark software. The host machine
ran the VM instance and its image was stored on the
Storage Server and connected to the host machine with the
corresponding protocol. Table II shows the details of the
used physical and virtual hardware.

Type CPU RAM Store
Storage Dell R510 2x Xeon E5620 48G 12x 3TB
Host Dell R815 4x Opteron 6262 HE 256G 6x 1TB
VM KVM virt. 2x 2G 16GB

Table II
TEST HARDWARE

Client(s) 1 6 12 48 128 256
iSCSI [MB/s] 25.75 48.03 51.02 59.56 60.78 57.36
AoE [MB/s] 34.14 74.72 82.43 90.57 81.83 76.92

Table III
DBENCH RESULTS

A SAN device is usually used by many clients at the
same time, therefore we evaluated and compared the iSCSI

Figure 8. AoE I/O throughput performance compared to iSCSI

and the AoE based storage solutions with high I/O load,
generated by different number of clients. For this purpose,
the DBENCH [30] tool was chosen, because it was designed
to generate and measure I/O workloads either to a file-system
or to a remote storage. DBENCH uses a concept called
”loadfile” which is basically a sequence of I/O operations
in order to emulate various repeatable workloads. These
workloads can be processed in parallel, simulating multiple
clients, which is similar to the case with a remote storage
device serving multiple virtual machines. Table III shows
the bandwidth value of the performance tests that are the
average transfer rates of the workloads.

In order to handle the deviation of the performance results,
a benchmark framework called Phoronix Test Suite (PTS)
[31] was used. PTS executes the benchmark at least 3
times, while monitoring the standard deviation. It executes
new benchmark runs while the standard deviation is more
than 3.5%. The results are the calculated average of the
benchmark runs.

Figure 8 describes the differences between the benchmark
values. The X axis represent the number of the emulated
clients and the Y axis shows the AoE I/O throughput
performance compared to iSCSI where the iSCSI values
were the base (100%). Test results indicate the advantage in
favour of the AoE protocol. The utmost performance gain
was 61.5% at 12 clients, the least difference was 32.5% with
one client. A typical Gigabit Ethernet iSCSI SAN is used
by 10 to 100 clients [32], which coincides with the interval
in the performance benchmark where the benefit of the AoE
is higher than the average (49.5%).

During the DBENCH tests (described above), the CPU
time consumption of the AoE and the iSCSI server services
were measured on the Storage Server. The CPU time (in
seconds) consumed by a process can be measured by using
the top tool in Linux distributions. We used and compared
the aggregated CPU times while the processes were executed
in system (kernel) level because in that case they do not
contain the overhead of either the waiting time for outstand-
ing disk requests (I/O wait) or the idle times. The iSCSI



server service consumed 3471 seconds in system level for
completing the DBENCH test scenarios while the AoE needs
1436 seconds for completing exactly the same amount of
tasks. The result shows that the AoE based storage solution
needs less than half of the amount of CPU time (only
41.37%) for providing the same service.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have presented and investigated the
storage solutions of the open source IaaS clouds and created
a classification. We pointed out that the iSCSI based storages
can be used for I/O intensive services currently, however
the AoE protocol has better I/O throughput performance.
Then, the differences between the two protocols have been
discussed. We introduced a novel AoE based storage support
for OpenNebula. Finally, we evaluated our contribution from
performance point of view.

In the future, we will test the AoE based storage in
different environments. For example, we want to add more
resources (cloud nodes) to the test bed and change the
Gigabit Ethernet to 10 Gigabit Ethernet connection, because
the new storage solution should be evaluated in middle-scale
cloud environments as well. We have already shared our
contribution with the OpenNebula community through the
official development site. However, we plan to support and
keep our software contribution up-to-date.
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